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Abstract— In reducing the dimensions of feature space so as t

achieve better performance, minimal features that gt represent
the original image maximally need to be extracted.Principal

Component Analysis (PCA) which is an appearance bad
projection method has been widely used in this regds.
Literatures have shown that PCA performs well for
dimensionality reduction but instead of reducing wihin class
variations, it increases it therefore resulting in its low
performance. In contrast, Independent Component Ankysis
(ICA) performs preferably well in this instead sine it linearly
transforms an original data into completely indepedent
components thereby reducing within class variations While
both PCA and ICA have been used for the purpose deature
extraction, no single feature extraction algorithmis exclusively
flawless in all ramifications. In lieu of this, this paper introduces
an Enhanced Principal Component Analysis (EPCA) apprach
which first extracts principal components from dataand further

uses the extracted components as input to an ICAgdrithm .

The EPCA was employed for feature extraction in a pahprint

recognition system. The resultant system was validad using
900 palmprint images which were downloaded from thee public
palmprint databases. Recognition and verification ates arising
from the palmprint recognition system showed that he EPCA
performed well than PCA algorithm.

Index Terms— Enhanced Principal Component Analysis,
palmprint  recognition system, Independent Component
Analysis, Principal Component Analysis.

I. INTRODUCTION

Feature extraction helps
representation of images by mapping high dimensiiompat
space into a lower dimensional feature space. Niyt does
feature extraction reduces the dimension of an @neith an

aim to get a classifier that runs faster and uwsssmemory, it 7)

also improves the classification in revealing tinérimsic
dimension of the observed pattern. [1]. No featxtaction

algorithm is exclusively flawless in all ramificatis; for some

problems a single algorithm is enough to get thsirdd
features while some require two or more algorithonget the
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to derive a meaningful

expected results. Every algorithm has its own gtiemnd
weakness, hence, to get more accurate resultsrémgth of
one algorithm can be used to complement the wealofdke
other. This paper introduces how ICA could be used
overcome PCA limitation of increasing the withinag$
variations of computed features. The approachvabdated
across two Multispectral Palmprint Databases (CASHA
PolyU) and IIT Delhi touchless palmprint image detse
(Version 1.0). The result of the approach was #mrth
compared to the instance where PCA was used alone.

IIl. FEATURESEXTRACTIONUSINGPCA
ALGORITHM

Features extraction using PCA involves the catmneof
the eigenvalues, criterion function and compositiba data
covariance matrix usually after algorithmic meanteeng of
the principal features as well as finding the défece of the
dimension vector and the algorithmic mean. PCA sstep
involve:

1) Input a dataset x with k-dimensions such that Rk,
where i=1,2,...n

1oy
2) Compute the mean vector m such @& :E;-':i o

3) Compute the scatter matrix S such that
5= Xit(x, —'m](x:—m)‘*
4) Compute the eigenvectors 1,68,...) and the

corresponding eigenvalueg; (£, ... &) from the scatter
matrix.
5) Sort the eigenvalues into decreasing order &wad the
corresponding eigenvectors that has small eigeasalu

6) Develop a kX i dimensional matrix w from the topmost
i-eigenvectors.

Use the X i dimensional matrix to transform the dataset

into a principal subspace y such that y = Wk.

. THEPREPROCESSINGTAGEOFICA

For the purpose of reducing the dimension spaeetvib
ICA pre-processing stage proposed in [2] were agthpEhis
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involves:
Where s is the vector of unknown source images thé

A. Centering theimage vector of observed mixtures and A is the unknowximgi
This was achieved by subtracting the sample meetove matrix. The mixing process is written as:

m=E(x) from the input vector data y such that teetered = Az 4)
vectory” = y—m with m = 0. Centering enables ICA t0The goal of ICA is to find the separating matrixsh that:
deal with only zero mean data. Whitening ensures the z = 17

dimensions of the data are treated equally a gefore (5) ’

running the ICA algorithm. After estimating the ximig The steps taken in computing independent compoaeathe
matrix A with the centered data, the estimation e@apleted following:

by adding the mean vector of s back to the centeséthates 1) Input matrix y of m x n dimension

of s such that 2) Compute the transpose of the input matrix (yT)

E(s) = A*Efx} 3) Compute the independent basis vectdr Buch that
1) Bsuchthat 5 = ¥ syt
Note: s is the vector of unknown source imagessimce the 4) Compute the independent coefficient R suchRhatZ *
principal component extracted from the source insgwes y, where Z is the zero mean  images. ~
as the input to the ICA, then s = y. 5) Compute the coefficient matrix C such tha= K = B

6) Finally, reconstruct the image | such that € = &
B. Whitening the Image

This means that after centering, the observed vecto V. EEATURESEXTRACTION USINGTHE ENHANCED

needs to be transformed linearly so as to obtaievavector PRINCIPAL COMPONENTANALYSIS APPROACH
which is white (i.e. its components have varianeddch

equals unity and are uncorrelated. The covariana&ixm
equals the identity matrix as illustrated in equiat2.

= S omedd r
BRI =1

Both PCA and ICA attempts to transform a data with
dimension d into a k-dimensional subspace suchkgat In
order to find the appropriate k-dimensional subsptuat
represents the data well, PCA constructs a prihsigiaspace
(@) by computing the eigenvectors from the principdispace.
The whitening transformation now involves findinget The eigenvectors which are also called principahgonents
Eigen Value Decomposition (EVD) of the covariancatim  are grouped to form a scatter-matrix. Each eigetoveds
such thatf (## ] equals EDET where E is the orthogonahssociated with an eigenvalue which determinetetingth or
matrix of the eigenvectors @ (i##% ] and D is the diagonal magnitude of the eigenvectors. If the eigenvaluessimilar,
matrix of the eigenvalues of E. The diagonal matriz given this is an indication that a good principal subsphas been
as diag (¢ d,...d,). Whitening can now be achieved usingconstructed or if there are some eigenvalues waniethigher
equation 3. than the others, the corresponding eigenvectors hmn
: selected to form the desired principal subspacdewthie
eigenvectors with small eigenvalues will be diseardThe

(3) o o block diagram of the enhanced principal componeatyais
The beauty of the whitening transformation is seehe new s shown in Figure 2:

mixing matrix 4 which is orthogonal. With this, whitening

W mm T T oa %
A =ED tE'As=AS

helps to reduce the number of parameters to bmaisil. — || rincial
Instead of having to estimate the n2 elements eftiiginal e . Compinems -
i H i i Principal H
matr!x A,‘ we only need t.o estimate the new orth@gomixing L subspace | Comeing e [ naesencer
matrix 4. The new matrix has n (n-1)/2 degrees of freedom| i construction  ; ad Subspace ™ Components
................................ whiening o

IV. FEATURESEXTRACTIONUSINGICA
ALGORITHM

As proposed in [2], ICA considers an original dataas a

mixture of an unknown set of statistically indepentdsource The steps taken in constructing the principal sabsgare
images and an unknown mixing matrix. A separatimgrixis enumerated below:

then used to recover a set of statistically inddpeah basis 1) dataset x with k-dimensions were selected sudhth®&¥,
images as shown in Fig. 1. where i=1,2,...n

2) the class label of the selected dataset were éginsince

Figure 2: Block Diagram of the Enhanced Principal
Component Analysis Approach

ﬁ?:;::; Estf:}nstmn they are not needed for PCA analysis

Miking Separating 3) the k-dlme:n.?l:)nal mean vector m was computedh su

MatrixA Matrix W thatmm =-2F, Xi
; o Joos 4) the scatter matrix S was computed such that
> o5 S =Er (e - (x—m)T
5) the eigenvectors {g¢e... §) and the corresponding
eigenvalues(A1, K2, .Ax) were computed from the
Fig. 1: ICA Implementation scatter matrix.
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6) To ensure the accuracy of the eigenvectors andC. Image Enhancement

eigenvalues Sv &v, Isi<nwheref1>42>..4n>0.  The quality of the downloaded palmprint image was
7) The eigenvalues were sorted into decreasingr@dé improved through image enhancement; this was dore $0
the corresponding eigenvectors that has smalhsyre that the vein patterns, palm lines and #gidR of
eigenvalues were discarded because they contast legyterest (ROI) can be more easily detected for the
information about the distribution of the data. segmentation and feature extraction process. Athe,
8) The top i-eigenvectors were used to form k X packground of the acquired palmprint images hasrg low
dimensional matrix w (where every column represants jntensity values hence, there is a need to incréesquality
eigenvector) of the palmprint images. Image enhancement involves

9) The k x i dimensional matrix was used to tramsfthe prightness stretching, normalization, image deingisaind
dataset into the new principal subspace y fromhttie  jntegration

principal features computed.

- - D. Gray ScaleC i
10) The new principal subspace y is given as WX ray scaleLonversion

The acquired palmprint images were coloured Red3iREn
(G) and Blue (B) palmprint images which was notatle for
jmage analysis, hence, the coloured RGB palmpniciges
ere converted to a gray scale format using equdép

The pre-application of PCA can discard small tngjli
eigenvalues and reduce computational complexity d
minimizing pair-wise dependency [3]. The next stadger
extracting the principal component is to preproctss . . .
principal component by centering and whitening. hmber Gray value = 0.2989X*R + 0.7870X*G+ 0.1140X*B
of independent components found by the ICA algorith (6)

corresponds to the dimensionality of the input skett§4] and
since PCA has been initially used to extract thecggal
components from the original dataset, ICA was agjptin the
subspace y created by the PCA algorithm using thieges:

X is the weight value of the coloured compound Bn@, B
indicates the colour compound of the palmprint iesag

11) the transpose of subspace_}/ was computed E. Segmentation

12) t_rje inc_iepenfjent basis vect®was computed such that Efective segmentation can reduce image noise #ed t
BE=Wey™ difficulty of matching the palmprint features. Itas also

13) the independent coefficient R was computed sudiRha carried out so as to separate the palmprint image fts
=Z*y, where Z is the zero mean images. = background which will further ensure an accuratel an

14) The coefficient matrix of ICA is given &S= R = E effective feature extraction process. Due to thesiiility of

15) Finally the reconstructed hybrid image is given as having some variations in contrast and illuminatipadient,
I=C+«E thresholding and binarization were also carried . out

Thresholding involves calculating a threshold vetueeach
palmprint images while binarization involves cortirgg the
VI. EVALUATING THE ENHANCEDPRINCIPAL gray scaled palmprint images to binary palmprinheT
COMPONENTANALYSIS APPROACH optimum threshold value and binary image conversias
To validate the enhanced algorithm, it was empldgetie ~ Carried outusing Otsu's method as proposed byoasith [5].

development of a palmprint recognition systemsThi

. A 233 P (xv)=Th
involves the following steps: Prpsy (%, ) = 'r - E:' Y Tgray VR b= 1 @)
Eray B | i :-.---.-Ix:':il < Th
A. Palmprint Image Acquisition . S
Palmprint images were acquired from CASIA, Polyld it i1 if Py G, y) = Th
Delhi palmprint databases. Three hundred palmpmiages 7. (x,v) = -
were downloaded from each database; this was ddheaw ’ " otherise ®)

intention to verify the performance of the enhanakegrithm
across different popular databases. The first lathémages
from each database were used as training data hsle
remaining two hundred from each database were geglas
testing data.

where Pbin is binary palmprint, Pgray is the ioad
gray-scale palmprint, and Th is the optimum thrégkalue.

B. Preprocessing the Palmprint Images
Preprocessing was carried out so as to enhanaputtiigy of

F. Extracting Palmprint Region of Interest

th ired Imorint | 0 i its i Extracting the Region of Interest (ROI) during peessing
€ acquired paimprint \images, 1o improve its ISuastage is very important as not all the featurea palmprint
appearance and to further convert the image tom Eetter image are needed. It is the region that contaiepimprint

suited for . analy5|s_ by a human or a mac_hme. Thl%atures such as principle lines, wrinkles and etdgeeded
preprocessing stage involves enhgncement te(_:hrﬂ_;quesas for recognition and it involves cropping the palinpimage
brightness and contrast stretching, normalizationage from the hand image. Extracting ROl is needed 4o e=duce
de-noising_ and_ integration, gray scale Con_verSiorPedundancy from palmprint image [6]. ROI can eitther
s_egrn_ent_atlon, histogram  equalization, - thresholdamgd circular, half elliptical or square region with tbguare region
binarization. being the easiest and widely used [7]. AccordinggBip the
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ROI extraction methods include the following mateps, Table 4.1: Recognition Rates of the algorithms sgro

which are: CASIA, PolyU, IIT Delhi Databases
1) To separate the fingers and palms.
2) To find the two valley points of the index fingand Recognition Rate
middle finger, ring finger and little finger. Algorithms Palmprint Probabilistic | Euclidean
3) Torotate image based on the two valley pointscamrect Databases Neural Distance
image position. Network (%) (%)
4) To create coordinate system according to valleyntp CASIA 94.3600 92.3100
and determine ROL. PCA PolyU 95.4511 92.5000
The square shaped ROI used in the experimensig@fl50 x IIT Delhi 95.5300 93.5130
150. CASIA 98.1000 95.1500
EPCA PolyU 97.8150 95.0450
G. Histogram Equalization IIT Delhi 98.5250 96.5105

Histogram equalization involves stretching the casttof the
high histogram regions of the palmprint images andB. Verification Rate

compressing the contrast of the low histogram mgidhis is  To find the verification rate of the system, stamiderror rates
done SO as to achieve a wider and more L_m|forr_n|h1h$bn (False Acceptance Rate (FAR) and False Rejectiole Ra
of intensity values and to ensure that the intgnstues are (FRR)) were computed as illustrated in equatiom8 0.

spread over the ROI of the palmprint images. Iaimses Both rates must be as low as possible for the bidereystem
where the ROI occupies only a small portion ofithage, the  to work effectively.

palmprint image will not be successfully enhancegl b_,. _ Numberofsccepted imposter palmprint
histogram equalization but the thresholded versibrihe =~ Totsl number of imposter palmprint
histogram equalization methods tries to overcomss th

problem by restricting the enhancement rate.

A 100%

i Number of rejected genuinz palmprint v 1005
FRR = - - - X il
Total numhber of genuine palmprint accesses

VIl. EXPERIMENTALRESULTS

(10)
_ - Using the FAR and FRR values, the Total Success H&R)
palmprint databases were measured. In determirfieg tj¢ o system was also computed using equationThe.

recognition rate, Probabilistic Neural Network (PN&hd oq1t5 of the computed verification rates are faswa in
Euclidean Distance (EU) classifiers were employedrgya 4 0.

Furthermore, the verification rate of the palmprétognition
system was computed using False Acceptance RatB)(FA_"__ B FAR + FRR
and False Rejection Rate (FRR). rsR=1- Total Number of Genuine Palmprint Accesses

Recognition rates of PCA and the EPCA across thudsxic

X 1009

(11)

o ] Table 4.2: Verification Rate of the algorithms &g @€ASIA,
The recognition rates of PCA and EPCA are shownhaible PolyU and IIT Delhi Databases

4.1. It can be observed from the results of PNN Bddused
as classifiers that the EPCA performs better tHaA Bcross . .

the three public databases. It was also obsenadRNN Algorithms IFD’aImtEmnt FAR FRR TSR
classifier performs better than EU classifier asra#l the atabases (%) (%) (%)
three databases for both PCA and EPCA. This istduke
fact that PNN can generalize well on data thaa# hot seen

A. Recognition Rate

Verification Rate

CASIA 1.4280 | 1.2150 97.50(

before and can also account for subtle differericat exist PCA 0
between data while EU only take into account tliiedinces PolyU 1.3500 | 1.2200  96.600
between the data. It was also observed that both &l i 0
EPCA have a higher recognition rate with [IT Dgdaimprint IIT Delhi 1.3250 | 1.1800] 97.55(
database when compared to CASIA and PolyU palmpript 0
Databases. Conclusively, it is obvious that the EPC| EPCA CASIA 1.3255| 1.180Q 98.82p
outperform PCA from both classifiers used. 0
PolyU 1.3150 | 1.1500 98.500
0
IIT Delhi 1.3025 | 1.1000
99.000
0

The verification result shows that the EPCA outpers
PCA across the three public databases used. fdeda 99%
verification rate with IITT Delhi touchless palmptidatabase
and approximately 98% across CASIA and PolyU paintpr
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databases. The system also recorded a low FAR BRI F
which is good for a biometric system.

VIIl. CONCLUSION

This work has showed the possibility of improviniget
performance of PCA algorithm for features extrattio
palmprint images. The EPCA introduced outperfori@s i
terms of recognition and verification rate. Thisws that the
output of PCA algorithm if used as an input to I@Afurther
features extraction will yield a biometric systernthva better
recognition and verification rate.
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